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We're entering the era of AI agents
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Conversational agents

Github Copilot: https://github.com/features/copilot

https://github.com/features/copilot


Inline agents

Hex Magic: https://hex.tech/product/magic-ai/

https://hex.tech/product/magic-ai/


Event-driven agents

Cleric: https://cleric.io



Autonomous agents

Github Copilot Workspace: https://githubnext.com/projects/copilot-workspace

https://githubnext.com/projects/copilot-workspace


How do we build these types of agents?
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A G E N T S  A R E  S Y S T E M S  N O T  M O D E L S

External Services APIs Data Sources

Agent System

Orchestration

Models ToolsKnowledge Bases

Evaluation, Monitoring, Feedback, and Fine-Tuning

In-context agentsConversational agents

Event-driven agents
Agent Experience

Autonomous agents





Let's talk about models
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Open source models are lagging

AgentBench: https://llmbench.ai/agent

https://llmbench.ai/agent


SWE-Bench (Lite): https://www.swebench.com/

https://www.swebench.com/


Tool Use

Reasoning Knowledge



Tool Use

Reasoning Knowledge



Is there hope?
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TinyAgent: https://bair.berkeley.edu/blog/2024/05/29/tiny-agent/

https://bair.berkeley.edu/blog/2024/05/29/tiny-agent/


How do we fine-tune a model for agents?
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TinyAgent/LLMCompiler

Choose how you want to call functions

OpenAI



Generate synthetic data using self-instruct or agent gym

AgentGym

OpenAI Cookbook



Don't forgot to cover the full scope of user behavior

Agent-FLAN: https://arxiv.org/abs/2403.12881

https://arxiv.org/abs/2403.12881


Choose chat template suitable for LLM training

ReAct chat template

Agent-FLAN chat template

Agent-FLAN: https://arxiv.org/abs/2403.12881

https://arxiv.org/abs/2403.12881


Fine-tune your base model

AgentTuning: https://thudm.github.io/AgentTuning/

https://thudm.github.io/AgentTuning/


Consider embedding within a multi-agent system

Mixture of Agents: https://arxiv.org/abs/2406.04692

https://arxiv.org/abs/2406.04692


Should you fine-tune open source models for AI agents?

C O N

• Proprietary models are still significantly ahead of open source models for agent use cases.

• Collecting agent trajectories for complex tasks like coding is non-trivial.

• Fine-tuning can easily degrade general performance and become a game of whack-a-mole.

• Scale effects are very real.  You're unlikely to beat frontier models for generalist agents.

• You will learn a lot and generate a lot of useful data.

• Self-instruct and agent gyms makes collection of trajectories feasible for many use cases.

• You can significantly increase performance of agents in specific domains, even beating frontier models.

• Open source frontier models are getting better just like proprietary models.

• It allows you to control your own destiny.

P R O



Learn how and give it a shot.



Thank you

< / >

https://continual.ai
tristan@continual.ai
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